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Abstract

Recent studies usually approach multi-label zero-
shot learning (MLZSL) with visual-semantic mapping on
spatial-class correlation, which can be computationally
costly, and worse still, fails to capture fine-grained class-
specific semantics. We observe that different channels may
usually have different sensitivities on classes, which can
correspond to specific semantics. Such an intrinsic channel-
class correlation suggests a potential alternative for the
more accurate and class-harmonious feature representa-
tions. In this paper, our interest is to fully explore the power
of channel-class correlation as the unique base for MLZSL.
Specifically, we propose a light yet efficient Multi-Label
Multi-Layer Perceptron-based Encoder, dubbed (ML)2P-
Encoder, to extract and preserve channel-wise semantics.
We reorganize the generated feature maps into several
groups, of which each of them can be trained independently
with (ML)2P-Encoder. On top of that, a global group-
wise attention module is further designed to build the multi-
label specific class relationships among different classes,
which eventually fulfills a novel Channel-Class Correlation
MLZSL framework (C3-MLZSL)1. Extensive experiments on
large-scale MLZSL benchmarks including NUS-WIDE and
Open-Images-V4 demonstrate the superiority of our model
against other representative state-of-the-art models.

1. Introduction
The proliferation of smart devices has greatly enriched

human life when it comes to the era of big data. These smart
devices are usually equipped with cameras such that users
can easily produce and share their images. With the increas-
ing abundance of public images, how to analyze them ac-
curately has become a challenging problem. Recent years

*Jingcai Guo is the corresponding author.
1Released code: github.com/simonzmliu/cvpr23_mlzsl
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Figure 1. Example of Channel-Class Correlation. Our method
achieves the prediction of unseen classes by exploiting the unique
distribution of channel responses as semantic information for the
class and building correlations with responses from the same chan-
nel (zoom in for a better view).

have witnessed great success in classifying an image into
a specific class [20, 37, 39], namely, single-label classifica-
tion. However, in reality, the images [17,46] usually contain
abundant information and thereby consist of multiple labels.

In recent years, the multi-label classification has been
widely investigated by exploring the relationship among
different labels from multiple aspects [9, 13, 14, 16, 42].
However, in some scenarios where extensive collections of
images exist, e.g., Flickr2, users can freely set one or more
individual tags/labels for each image, while the presented
objects and labels in these images may not be fully shown
in any previous collection, and thus result in a domain gap
for the recognition. Therefore, in real-world applications,
the model is required to gain the ability to predict unseen
classes as well. As one of the thriving research topics, zero-

2https://www.flickr.com
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shot learning (ZSL) [1, 12, 15, 34] is designed to transfer
tasks from seen classes to unseen classes, and naturally
recognizes novel objects of unseen classes. Specifically,
ZSL has made continuous success in single-label classifica-
tion [19,26,31,45,48]. However, these methods can hardly
be extended to the multi-label scenario since exploring the
cross-class relationships in an image is non-trivial.

Recently, some works have focused on multi-label zero-
shot learning (MLZSL) tasks and obtained some promising
results [33, 36, 49]. Other works considered incorporating
attention mechanisms into their models, such as LESA [22]
and BiAM [35]. LESA [22] designed an attention-sharing
mechanism for different patches in the image so that each
patch can output the corresponding class. In another way,
BiAM [35] designed a bi-level attention to extract relations
from regional context and scene context, which can enrich
the regional features of the model and separate the features
of different classes.

Although previous works have made considerable
progress, their designed methods have been limited to the
processing of spatial-domain information. First of all, the
over-reliance on spatial-class correlation fails to capture
fine-grained class-specific semantics. In addition, the ad-
ditional processing of spatial information greatly increases
the computational cost of the model and limits the infer-
ence speed. Given the shortcomings of the above methods,
we found through analysis that the channel response can
be used as the semantic information of the class. Firstly,
the response of each class in the channel is unique, which
creates conditions for obtaining the unique semantics. Sec-
ondly, for classes with certain semantic associations, there
must be some channels that capture their common infor-
mation. Therefore, channel information, as an easily over-
looked part after feature extraction, can complete the task
of capturing multi-label information. In MLZSL, we can
complete the prediction of unseen classes by obtaining the
responses of seen classes in the channel domain, and the
relationship between seen and unseen classes. Finally, the
subsequent analysis of the channel response greatly saves
computational costs.

Specifically, as shown in Figure 1, as seen classes, “wa-
ter” and “tree” have unique response distributions on feature
channels, and these responses can be used as semantic infor-
mation for classification tasks. Besides, in order to explore
the correlation of classes, we found that although the se-
mantic information of “water” and “tree” is different, there
are still some channels that respond simultaneously (i.e. the
blue channel). We need to build this correlation during the
training process through modeling so that the model can
learn multi-label correlations. In the ZSL process, for the
unseen class “garden”, we know that it is related to “water”
(i.e. purple layer) and “tree” (i.e. green, orange, and gray
layer) by obtaining its semantic information and matching

with seen classes. This observation suggests that channels
can help not only to classify objects but also to establish as-
sociations between classes. Previous methods which only
consider spatial information are unable to obtain this intrin-
sic channel-class correlation and dissimilarity, thus achiev-
ing sub-optimal performance on the MLZSL task.

To address the above challenges and construct a more ac-
curate and robust MLZSL system, we propose to group the
generated feature maps and process them in a group-wise
manner, thus enhancing the model by fully exploring the
channel-class correlations. Besides, by properly designing
a light yet efficient Multi-Label Multi-Layer Perceptron-
based Encoder, i.e., (ML)2P-Encoder, we can easily analyze
the local relationship between channels while significantly
reducing the computation overhead. Finally, these groups
are recombined and then perform the calculation of group
attention, indicating that the model is analyzed locally and
globally from the perspective of the channels, which can
ensure the integrity of the representation.

In summary, our contributions are four-fold:

1. To the best of our knowledge, our method first suggests
the concept of channel-class correlation in MLZSL,
and proposes a channel-sensitive attention module
(ML)2P-Encoder to extract and preserve channel-wise
semantics for channel groups.

2. Different from previous works that use spatial-class
correlation to extract global and local features, we al-
ternatively explore the channel-class correlation as the
unique base for MLZSL.

3. In conjunction with (ML)2P-Encoder, a global group-
wise attention is also designed to establish the multi-
label specific class relationships among classes.

4. Extensive experiments on large-scale datasets NUS-
WIDE and Open-Images-V4 demonstrate the effec-
tiveness of our method against other state-of-the-art
models.

2. Related Work
2.1. Multi-Label Classification

The establishment of graph neural networks (GNNs)
brings remarkable success to multi-label classification tasks
[8, 25]. Among them, Chen et al. [8] constructs directed
graphs for object labels and uses graph convolutional net-
works (GCN) to map label nodes, which contain word
embeddings, into classifiers. In addition, the CNN-based
multi-label classification models enable the learning of
the characteristics of each label from the spatial informa-
tion of the image and design a new multi-label classifier
[13, 14, 16, 17, 42, 43, 46]. Gao et al. [16] suggests a two-
stream framework to identify global and local information
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Figure 2. Pipeline for C3-MLZSL. The input image is first passed through the feature extraction network (eg. VGG19), and then multi-
layer feature maps are extracted through the Forward Pyramid module. After the feature maps are shuffled and grouped, each group uses
(ML)2P-Encoder to extract semantic information. Then, the semantic information generated by all groups is associated through Group
Attention to generate the final semantic matrix S (zoom in for a better view).

separately and a multi-class regional attention module to
align them. However, the above methods cannot general-
ize to unseen classes.

2.2. Zero-Shot Learning

Zero-shot learning provides a solution to recognize un-
seen classes. Current studies mostly consider a relatively
simple single-label scenario [4, 6, 26, 30, 32, 47, 50, 51]. In
practice, existing methods usually focus on finding the main
semantic information of training images, and then exploit
the semantic relationship, i.e., word vectors [15, 38, 44, 45]
or attribute vectors [3, 27, 28], between seen and unseen
classes for prediction. The generated semantic informa-
tion can be inferred from seen to unseen labels by com-
paring the similarity of the relation vectors between them.
For example, Chen et al. [7] proposes a generative flow
framework and uses a combinatorial strategy to solve the
problems of semantic inconsistency, variance collapse, and
structural disorder in zero-shot learning. Gune et al. [18]
generates visual proxy samples to simulate the average en-
tropy of the label distribution of the unseen class. However,
the above methods only predict single labels with a single
representation of images, which can hardly generalize to a
more realistic multi-label scenario.

2.3. Multi-Label Zero-Shot Learning

Multi-label zero-shot learning has received increasing at-
tention recently. For example, Norouzi et al. [36] designs
two separate spaces, i.e., the image and semantic embed-
ding spaces, jointly with the convex combination of the la-
bel embedding vectors to achieve multi-label recognition
in the zero-shot learning framework. Zhang et al. [49]
proposes a fast and general model based on the fact that
the word vectors of the relevant labels are ranked before

the irrelevant word vectors in the main vector of the im-
age. Different from the above methods, Lee et al. [29] uses
the knowledge graph to connect different labels. In recent
years, attention-based methods become the mainstream.
For example, LESA [22] applies an attention-sharing mech-
anism to the multi-label environment, allowing the model
to focus on the key areas of each label. Narayan et al. [35]
uses a bi-layer attention module to combine global context
information and local features and map the generated infor-
mation to the semantic space. However, the above methods
only stay at the two-dimensional space level (H ×W ), and
do not consider the response between different feature chan-
nels with respect to classes.

3. Methods

3.1. Problem Setting

Before proposing our method, we first explain the def-
inition of the MLZSL problem. Given n input samples
{(I1, Y1) , . . . , (Ii, Yi) , . . . , (In, Yn)}, where Ii represents
the input image of the i-th train-set, and Yi represents the
training labels corresponding to the input images, which
are also called ‘seen labels’. On the label distribution, let
us set the seen label in the dataset as Cs, where the seen
label refers to the label known by the model. Cs is mainly
used for the train-set of the model in zero-shot learning. We
set the unseen label to Cu, and the unseen label is generally
used in the test-set. The label relationship in the dataset is
defined as C = Cs ∪ Cu, where C represents the set of all
labels in the dataset. Based on the above definition, after
the model is trained on the train-set, in the testing part of
MLZSL, given the image Iu, the model can output the pre-
diction result yu ⊂ Cu. While in the generalized zero-shot
learning task, given an image Iu, the output of the model is

23861

Authorized licensed use limited to: Nanjing University. Downloaded on November 05,2023 at 13:17:29 UTC from IEEE Xplore.  Restrictions apply. 



yu ⊂ C, which means the model needs to output both the
seen label and the unseen label that exist in the image.

3.2. (ML)2P-Encoder

The proposed network structure is shown in Figure 2.
For input images I , we first use a pre-trained feature ex-
traction network to obtain the corresponding image features
F . We extract the features from the last three layers of the
feature extraction network, and keep the two layers with the
larger size consistent with the smallest size layer by down-
sampling. For example, assuming that the used and train-
ing network is VGG19 [37], the size of the last three lay-
ers of feature maps is {28 × 28, 14 × 14, 7 × 7}. We use
max-pooling to down-sample the large-scale feature maps
to obtain equivalent 7 × 7 feature maps. This step is called
the ”Forward Pyramid”. After that, we obtain feature maps
at different levels with the same scale. Then we randomly
shuffle them to get the feature map Fa and re-group them
into g different groups, each group has dw channels, which
is the same length as the word vectors in the ground-truth
semantic space. The purpose of this operation is to generate
specific semantic vectors to express the semantic informa-
tion contained in each group.

Next, the features of each group are fed into (ML)2P-
Encoder. First, we need to calculate the correlation between
channels within each group. In traditional self-attention, the
cost of computation greatly consumes the inference speed
of the model, and the traditional self-attention module can-
not accurately reflect the relationship between each chan-
nel. To solve the loss caused by the amount of calculation
and accurately reflect the channel correlation, we designed
a new self-attention structure to achieve this.

For features Fa in group i, which is F i
a ∈ RH×W×dw .

We first generate Query (Q), Value (V) and Key (K)
through three convolution operations:

Q = WQ
p F i

a K = WK
p F i

a V = WV
p F i

a (1)

where W
(·)
p means the convolution operation. Next, to ob-

tain the channel correlation matrix R, we reshape Q, K and
V in the spatial domain (H × W ) to get Q̂ ∈ RHW×dw ,
K̂ ∈ Rdw×HW and V̂ ∈ RHW×dw . Then perform a dot
product operation on Q and K to obtain the channel cor-
relation matrix R ∈ Rdw×dw . After that, we do the dot
product between R and V, finally, add with the input F i

a to
get the output F̂ i

a ∈ RH×W×dw :

Att(Q̂, K̂, V̂) = V̂ · softmax(K̂ · Q̂︸ ︷︷ ︸
R

) (2)

F̂ i
a = F i

a + Att(Q̂, K̂, V̂) (3)

After enhancing the correlation between channels, we need
to extract and analyze the feature information contained in

each channel. We reshape the information in the spatial
domain into a one-dimensional vector, then we decide to
use the Multi-Layer Perceptron (MLP) to encode the fea-
tures. Compared with the traditional convolution structure,
the MLP structure is convenient to perform information fu-
sion between local regions. Specifically, for the input fea-
ture F̂ i

a ∈ RH×W×dw , we first change the dimension from
H×W ×dw to F i

mlp ∈ Rdw×HW , then we use LayerNorm
to normalize the input. Our MLP structure includes two dif-
ferent MLPs: MLP1 is used to extract the spatial informa-
tion contained in each channel, and MLP2 is proposed to
obtain local information of different channels in the spatial
domain:

F i
mlp1 = F i

mlp +W2σ(W1LayerNorm(F i
mlp)) (4)

M = F i
mlp1 +W4σ(W3LayerNorm(F i

mlp1)) (5)

where F i
mlp1 is the output after MLP1. W1, W2 is the pa-

rameter of MLP1, and W3, W4 is the parameter of MLP2.
σ is an element-wise non-linearity GELU [21]. Then we
use max-pooling to filter out the best semantic vector in the
spatial domain, which can more accurately represent the se-
mantic information of this group. This max-pooling oper-
ation is also to be able to directly extract the channel re-
sponse. So we obtain group semantic vectors X ∈ Rg×dw

and send them into Group Attention.

3.3. Group Attention

Although we obtained group semantic vectors X through
(ML)2P-Encoder, the semantic vectors generated by each
group did not establish a relationship with each other at this
time. As we already know, the key to improving the accu-
racy of multi-label image classification is to construct the
correlation of labels within the image. So we use Group
Attention to build the mutual information and also to find
similar responses between different labels. We pass a series
of linear layers to X :

Qx = WQ
x X Kx = WK

x X (6)

S = (Qx ·Kx) · X (7)

where Qx ∈ Rg×dw , and we transpose Kx into Kx ∈
Rdw×g . WQ

x and WK
x are different linear weights. S ∈

Rg×dw is the semantic matrix, which contains all the se-
mantic information of the input image. In the loss function,
we will make each semantic vector in S approximate the se-
mantic information of seen classes appearing in the image.
Therefore, from another perspective, the semantic vectors
in S are related to seen classes.

3.4. Loss Function

During training, some semantic vectors are generated for
each input image. The semantic matrix S includes the se-
mantic information in the image and is sent to the prediction
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module. The loss function consists of two parts. First of all,
to make the positive class (seen class appear in each train-
ing image) get a higher ranking than the negative class (seen
class which does not appear in the training image). Inspired
by [49], we choose to adopt ranknet loss [5] as the main
component of the loss function. We use

µij = max (S · ni)−max (S · pj) , (8)

to indicate the number of violations of any of these ranking
constraints, where ni represents the semantic vector of the
negative class, and pj denotes the semantic vector of the
positive class. max is used to maximize this gap between
negative and positive, and constrain it in subsequent steps.

Next, to minimize the gap, we design the loss function
as the following:

Lrank =
1(

|P |
∣∣P̄ ∣∣) ∑

i

∑
j

log (1 + eµij ) , (9)

where 1

(|P ||P̄ |) is used to normalize the ranknet loss, and

|P | denotes the number of positive class,
∣∣P̄ ∣∣ represents the

number of negative class. When an image contains a large
number of positive labels, the image becomes difficult to
classify. So we need the model to value these hard samples
during training. Therefore, we add the class weight ω to
improve the performance of the model in the face of hard
samples. ω is represented as:

ω = 1 +
∑
i

var(P i), (10)

where P i represents the vector of the i-th positive class, var
means the variance. The higher ω means the image contains
more complex labels. To prevent the direction of the seman-
tic vectors generated by the model from being too divergent,
it needs to be controlled by the loss function. Therefore,
we believe that the addition of regularization terms can re-
duce the difference between the generated semantic vectors
when the model faces complex input images. This reduc-
tion in variance helps the model learn relevant information
between different classes.

Lreg =

∥∥∥∥∥∑
n

var(Sn)

∥∥∥∥∥
1

. (11)

Finally, the loss function of the model is defined as:

L =
1

N

N∑
i=1

((1− λ) · ωLrank(Si, Yi) + λLreg(Si)) ,

(12)
where N means the number of batch size, and λ is a hyper-
parameter that denotes the regularization term’s weight.

4. Experiments

4.1. Experimental Setup

Datasets: First, we use the NUS-WIDE dataset [10] to con-
duct MLZSL experiments. The NUS-WIDE dataset con-
tains about 270,000 images, and each image contains 925
labels, which are automatically extracted from Flickr user
tags. In addition, it also contains 81 labels that are manually
annotated by humans, and these labels are called ‘Ground-
Truth’. During the experiment, 925 labels were used as
‘seen labels’, and 81 labels were used as ‘unseen labels’.
This setting is similar with [22]. Another dataset is called
the Open-Images-V4 dataset. This dataset contains nearly 9
million training images, 125,456 images as test images, and
41,620 images in the validation set. The train-set contains
7,186 labels, which are ‘seen labels’ that appear at least 100
times in the train-set. While the remaining 400 most fre-
quent labels that do not appear in the train-set are used as
test-set labels, they are also used as ‘unseen labels’. Each
unseen label has at least appeared 75 times.
Evaluation Metrics: To better allow our proposed new
model and other comparative models to perform an unbi-
ased comparison on the task of MLZSL, we use the two
most common evaluation metrics, the mean Average Pre-
cision (mAP) [22, 41] and F1-Score. Among them, top-K
F1-Score is used to measure the accuracy of the model for
label prediction, and mAP is used to reflect the accuracy for
unseen label retrieval of the image.
Implementation Details: Our model can support end-to-
end training. We choose VGG19 [37], pre-trained on Ima-
geNet dataset [11], as the backbone network. Unlike other
methods, our model uses multi-scale feature maps and ag-
gregates them. The sizes of the feature maps are 28 × 28,
14× 14, and 7× 7, respectively.
In terms of the optimizer, we choose to use the Adam opti-
mizer [24], which requires less memory and is suitable for
large datasets. The weight decay of the Adam optimizer is
set to 4e−3. In the NUS-WIDE dataset experiments, the ini-
tial learning rate of the model is 5e−5, and then the learning
rate decreases by 1

10 at the 7th epoch. The entire experi-
mental process of the NUS-WIDE dataset requires a total of
20 epochs with a batch size of 48. In the experiments using
the Open-Images-V4 dataset, our learning rate, batch size,
and decay rate remain the same as the NUS-WIDE dataset,
but the number of epochs is 7.
Baselines: We will compare the proposed method with
several state-of-the-art deep learning-based MLZSL mod-
els. These comparative methods have been published in
recent years and cover a fairly rich variety of techniques,
such as the attention mechanism with the most common
CNNs. These comparison methods include: CONSE [36],
LabelEM [2], Fast0Tag [49], Kim et al. [23], LESA Atten-
tion per Cluster (ApC) [22], LESA [22], and BiAM [35]. All
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comparison methods using VGG19 [37] are not fine-tuned.
In addition to comparing with comparison models, we will
also test the model’s performance under different settings
of hyper-parameters g and λ. At the same time, we will
conduct ablation experiments to verify the integrity of the
model’s architecture.

4.2. State-of-the-art Comparison

NUS-WIDE: Table 1 shows the performance of ours and
competitive methods on the NUS-WIDE test-set. The table
contains the results of both ZSL and GZSL. CONSE [36]
and LabelEM [2], as the methods proposed earlier, do
not perform well on large-scale datasets. Fast0Tag [49]
achieves more competitive results by sorting the positive la-
bels to find the principal directions of the image. LESA [22]
and BiAM [35] are currently the most advanced models that
rely on spatial attention mechanism to generate semantic in-
formation. Compared to BiAM, our method achieves a 3.6%
improvement on mAP in the ZSL task. Besides, we lead
BiAM by 0.8% and 2.9% in F1-Score of K = 3 and K = 5,
respectively. On the GZSL task, we also surpass BiAM.
BiAM deals with higher-dimensional and richer spatial in-
formation, while our method is more inclined to single-
dimensional channel responses. Therefore, it is not easy
to achieve such results with 1.3% improvement in mAP and
0.3% and 0.7% in F1-Score of K = 3 and K = 5, re-
spectively. Good results on NUS-WIDE dataset imply the
effectiveness of our method.
Attention Visualization on NUS-WIDE: Figure 6 illus-
trate the attention regions of the model when our method
predicts unseen labels. Figure 6(a) shows that our model
can clearly distinguish scene information from all unseen
classes. The attention areas of “Rocks” and “Mountain” in
the figure are roughly the same, which indicates that the
two classes have similar semantics and dependencies, and
the existence of Group Attention enables the model to learn
this mutual information well. Figure 6(b) is a comparison
with BiAM [35], the best existing model for mining spatial
domain information. This result fully shows the effective
use of channel information can more accurately grasp the
response between classes. While BiAM’s over-exploration
of spatial information improves the acquisition of regional
information, it loses the scene-level response at the same
time. For more comparison results, please refer to appendix.
Open-Images-V4: From Table 2, we show the results of
ours and the baseline models on Open-Images-V4. We fol-
low the evaluation setting of [22, 35]. This dataset contains
more seen and unseen labels than NUS-WIDE. With a large
increase in the number of classes, all methods get poor F1-
Score on the ZSL task. Among them, Fast0Tag has made
great progress compared with past methods, especially in
the GZSL task. LESA [22] and BiAM [35], as the two best
methods, represent the highest level of extracting spatial re-

Table 1. State-of-the-art comparison for multi-label ZSL and
GZSL tasks on the NUS-WIDE dataset. We show the indicators
of F1-Score in the case of K ∈ 3, 5 and mAP. The best results are
shown in bold.

Method Task mAP F1 (K = 3) F1 (K = 5)

CONSE [36]
ZSL 9.4 21.6 20.2

GZSL 2.1 7.0 8.1

LabelEM [2]
ZSL 7.1 19.2 19.5

GZSL 2.2 9.5 11.3

Fast0Tag [49]
ZSL 15.1 27.8 26.4

GZSL 3.7 11.5 13.5

Kim et al. [23]
ZSL 10.4 25.8 23.6

GZSL 3.7 10.9 13.2

Attention per Cluster [22]
ZSL 12.9 24.6 22.9

GZSL 2.6 6.4 7.7

LESA [22]
ZSL 19.4 31.6 28.7

GZSL 5.6 14.4 16.8

BiAM [35]
ZSL 25.8 32.0 29.4

GZSL 8.9 15.5 18.5

Our Approach
ZSL 29.4 32.8 32.3

GZSL 10.2 15.8 19.2

Table 2. State-of-the-art comparison for multi-label ZSL and
GZSL tasks on the Open-Images-V4 dataset. We show the in-
dicators of F1-Score in the case of K ∈ 10, 20 and mAP. Best
results are shown in bold.

Method Task mAP F1 (K = 10) F1 (K = 20)

CONSE [36]
ZSL 40.4 0.4 0.3

GZSL 43.5 2.6 2.4

LabelEM [2]
ZSL 40.5 0.5 0.4

GZSL 45.2 5.2 5.1

Fast0Tag [49]
ZSL 41.2 0.7 0.6

GZSL 45.2 16.0 13.0

Attention per Cluster [22]
ZSL 40.7 1.2 0.9

GZSL 44.9 16.9 13.5

LESA [22]
ZSL 41.7 1.4 1.0

GZSL 45.4 17.4 14.3

BiAM [35]
ZSL 62.8 4.1 3.7

GZSL 79.6 17.6 15.1

Our Approach
ZSL 65.7 7.5 6.5

GZSL 79.9 27.6 24.1

sponses. BiAM achieves very large progress in mAP met-
rics on both ZSL and GZSL tasks. But our method achieves
the best results in the mAP of ZSL, while leading by 3.4%
and 2.8% in F1-Score with K = 3 and K = 5, respec-
tively. Most importantly, for the GZSL task, our F1-Score
results also achieve huge advantages by 10.0% and 9.0%.
This shows that the channel-class correlation as semantic
information can fully cope with the complex situation of a
large number of labels.

Figure 5 shows the mAP, inference time, and GFLOPs
comparisons between our model for obtaining semantic in-
formation based on channel responses and the two methods
(LESA [22] and BiAM [35]) for acquiring semantic informa-
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tion based on spatial features and achieving optimal results.
In the mAP comparison, it can be seen that we have the
highest accuracy for prediction in the ZSL task. At the same
time, due to the small amount of data to be processed, the in-
ference speed is the fastest of all comparison methods when
we use the same GPU of NVIDIA RTX 3090. Finally, pre-
cisely because the model only needs to deal with a single-
dimensional channel response, our (ML)2P-Encoder mod-
ule requires much less computation than LESA and BiAM
that deal with spatial attention. At the same time, the fea-
ture map is grouped to avoid the geometric increase of the
computational complexity caused by the feature pyramid.
This shows that our (ML)2P-Encoder can be more efficient.

Table 3. Ablation study shows the contribution of the different
components in our proposed approach. The baseline methods are
performed on the NUS-WIDE test-set.

a b c d ours
Forward Pyramid ✓ ✓ ✓ ✓
(ML)2P-Encoder ✓ ✓
Group Attention ✓ ✓

mAP
ZSL 25.3 27.3 28.4 27.9 29.4

GZSL 8.1 8.5 9.2 8.8 10.2

(a) W/O (ML)2P-Encoder (b) With (ML)2P-Encoder

Figure 3. Evaluation of t-SNE (zoom in for a better view).

4.3. Hyper-parameter Selection

Our method includes two hyper-parameters, the number
of groups g and the weight of the regularization term λ.
We use the control variable method. In terms of initializing
hyper-parameters, the number of output semantic vectors g
is set to 7, and the value of λ is set to 0.4. The line graph
in Figure 4 shows the mAP results achieved on the ZSL and
GZSL tasks with different hyper-parameters, respectively.
In addition, we can also see the impact of changes in hyper-
parameters on the prediction accuracy of the model. It can
be seen that the number of g does not have a very signifi-
cant effect on the mAP of the ZSL task. But the impact on
GZSL is more obvious. After comparison, we believe that
when g = 7, two different tasks can be well balanced. For
the choice of the value of λ, we found that its change will
have a greater impact on mAP. But only when λ = 0.4, the
performance of GZSL is far better than other results, and

ZSL also achieves the optimal result. So the optimal hyper-
parameters we choose g = 7 and λ = 0.4.
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Figure 4. Hyper-Parameter selection.The higher the mAP the
better. All the experiments are performed on the NUS-WIDE test-
set.
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Figure 5. Comparison of our (ML)2P-Encoder with BiAM and
LESA in mAP, inference time, and FLOPs.The higher the mAP
the better, the lower the Inference time and GFLOPs the better. All
methods are performed on the NUS-WIDE test-set.

4.4. Ablation Study

Ablation Study: To illustrate the effectiveness of each
module designed in our method, we arrange three compar-
ative experiments. The specific results are shown in Ta-
ble 3. As the most primitive structure, model ‘a’ only con-
tains shuffle and grouping operations. But after adding the
‘Forward Pyramid’, the model expands the number of fea-
tures. As the number of optional feature channels increases,
the amount of information brought by the channel also in-
creases, thus achieving more competitive results. The addi-
tion of (ML)2P-Encoder enables the model to process the
channel response of specific classes. The supplement of
Group Attention is to give the model-specific information
for solving multi-label tasks, that is, inter-class correlation.
The combination of (ML)2P-Encoder and Group Attention
greatly improves the prediction ability of the model in ZSL
and GZSL tasks, indicating that our model construction has
achieved great success.
t-SNE: Figure 3 shows the performance of (ML)2P-
Encoder in t-SNE visualization. It can be seen that after us-
ing (ML)2P-Encoder, the boundaries of inter-class become
much clearer, proving the correctness of our exploration for
class-specific channel responses.
Different Backbones: Table 4 shows the results produced
by our method using different backbones. It can be seen
from the results that ResNet [20] has obvious advantages
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over VGG [37]. As the ResNet network deepens and the
number of parameters increases, the results obtained by our
model become better. This is exactly in line with the result
variation of an end-to-end model.

Table 4. Our C3-MLZSL approach with different backbones for
multi-label ZSL and GZSL tasks on the NUS-WIDE dataset. We
show the indicators of F1-Score in the case of K ∈ 3, 5 and mAP.
The best results are shown in bold.

Backbones Task mAP F1 (K = 3) F1 (K = 5)

VGG19 [37]
ZSL 29.4 32.8 32.3

GZSL 10.2 15.8 19.2

ResNet50 [20]
ZSL 30.9 33.6 33.2

GZSL 10.7 15.9 19.4

ResNet101 [20]
ZSL 31.2 33.9 33.9

GZSL 10.9 16.1 19.5
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(a)

Figure 6. Attention visualization. where (a) is the attention re-
sponse of our C3-MLZSL when faced with unseen labels. (b)
is the comparison of attention visualization results of our C3-
MLZSL and BiAM [35] models. See appendix for more results.

4.5. Multi-Label Learning

Table 5 shows the results of the model for multi-label
image classification. The baselines we compare include
not only state-of-the-art MLZSL models, but also multi-
label image classification models including Logistic Regres-
sion [40], WSABIE [43], WARP [17] and CNN-RNN [42].
As can be seen from the results, our model far surpasses
many multi-label image classification models and the clas-
sic Fast0Tag [49] algorithm in mAP performance. This is
because the above models only process the input image into
a single semantic vector, and limited image embedding can-
not build the semantic diversity for multi-label classifica-
tion. For other methods such as LESA [22] and BiAM [35],
they noticed that the attention regions of different objects in
multi-label images are different, and thus define the label-

Table 5. Performance of Multi-label image classification task on
NUS-WIDE datasets. The best results are in bold.

Method F1(K=3)(↑) F1(K=5)(↑) mAP(↑)

Logistic [40] 51.1 46.1 21.6
WARP [17] 54.4 49.4 3.1
WSABIE [43] 53.8 49.2 3.1
Fast0Tag [49] 53.8 48.6 22.4
CNN-RNN [42] 55.2 50.8 28.3
Kim et al. [23] 56.8 51.3 32.6
LESA ApC [22] 56.6 50.7 31.7
LESA [22] 58.0 52.0 31.5
BiAM [35] 59.6 53.4 47.8
Ours 59.8 53.8 48.0

related embeddings from the perspective of the spatial do-
main. However, after feature extraction, our model takes
into account that the channel response can be important in-
formation representing the class semantics, and this supe-
rior performance just verifies the rationality of the explo-
ration.

5. Conclusion

In this paper, we focus on the neglect of channel-wise
class information and over-reliance on spatial-wise class in-
formation in previous MLZSL models, then propose C3-
MLZSL structure and the (ML)2P-Encoder component.
The C3-MLZSL structure first group multi-scale features,
then use the (ML)2P-Encoder to calculate the correlation
of channels within each group and perform information fu-
sion to get the semantic vectors. These semantic vectors are
then aggregated through group attention to learn mutual in-
formation between groups. Finally, the model successfully
learns channel-class correlation. Extensive experiments on
the large-scale NUS-WIDE and Open-Images-V4 datasets
show that our model has achieved very competitive results
on MLZSL compared with other state-of-the-art models.
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